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Abstract
In this paper we develop a distributed vision-based smart

home care system aimed for monitoring elderly persons re-
motely. The cameras are triggered by a broadcast from the
user badge when accelerometers on the badge detect a signal
indicating an accidental fall. Tracking the approximate posi-
tion of the user by the network allows for triggering cameras
with the best views. Distributed scene analysis modules an-
alyze the user’s posture and head location; these information
are merged through a collaborative reasoning module, which
makes a final decision about the type of the report that needs
to be prepared. The developed prototype also allows for a
voice channel to be established between the user badge and
a call center over the phone line. A description of the de-
veloped network and several examples of the vision-based
reasoning algorithm are presented in the paper.
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Distributed image sensors, Remote patient monitoring,
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1 Introduction
Rapid advances in the technologies of image sensors and

embedded processors enable the inclusion of vision-based
nodes in various smart environment applications [1]. Image
sensors provide rich sources of information both for human
observation and for computer interpretation. By acquiring an
information-rich data type from the environment, image sen-
sors allow the network to extend its operation from measur-
ing simple effects to knowing about the status of the user, an-
alyzing the event, and possibly even responding to the event.

A growing application domain in which sensor networks
can have a significant impact on the timeliness and afford-
ability of the service for users is assisted living and moni-
tored care for the elderly and persons in need of such care.
Traditional solutions to such needs often limit the indepen-
dence of the person receiving care.

Techniques that include the use of cameras for reporting
accidents are emerging. In [7], a system based on the Berke-
ley fall detector and a camera cell phone is proposed to pro-
vide live video feed from the user. In [3],[4] a system for
retrieval and summarization of continuously archived multi-
media data from a home-like ubiquitous environment is pre-
sented. Data are analyzed to index video and audio from
∗Arezou Keshavarz was in an internship program at the Wireless
Sensor Networks Lab, Stanford University.

a large number of sources. A video and audio handover
scheme is implemented to retrieve continuous video and au-
dio streams as the user moves in the environment. In [11] a
posture determination using elliptical fitting and projection
histogram is described. In addition to monitoring normal
daily activities and detecting potentially adverse events such
as falls, their UbiSense system is designed to capture signa-
tures from the fall of patients by analyzing small changes in
posture and way of walking. In [2], an indoor video sur-
veillance for monitoring people in domestic environments
is discussed. The solution consists of a moving object de-
tection module, a tracking module designed to handle large
occlusions, and a posture detector.

The wireless sensor network developed in this work em-
ploys collaborative vision-based reasoning by camera nodes
as the basis for making interpretations about the status of
person under care. The vision-based analysis module is trig-
gered when the user’s wireless badge broadcasts a packet
upon sensing a significant signal by one of its accelerome-
ters. Image analysis allows for validation of the report and
provides further analysis of the posture and status of the user.

2 System Overview
Figure 1 illustrates an example of how the prototype net-

work operates. The system’s configuration is based on the
smart home care network we developed for elderly moni-
toring [12]. By employing RSSI (Received Signal Strength
Indicator) measurements between the user badge and a net-
work of 3 (or more) wireless nodes deployed in the environ-
ment, the network determines the approximate position of
the user. The position information is used for triggering the
most suitable image sensors when a fall occurs. The fall alert
is broadcasted by the user badge when the accelerometers on
the badge record a significant change in their measured sig-
nal. Image processing is used to analyze the situation and
determine the user’s posture when alerts happen, which can
further be used to reduce the number of false alarms. Our
prototype design consists of three static nodes with cameras,
installed high on the wall or near the ceiling. The voice trans-
mission circuit allows the system to create a voice link be-
tween the user and the care center automatically or by user’s
demand, and acts as a 2-way phone. The connection be-
tween the user badge and the network nodes is established
via an IEEE 802.15.4 radio link. One of the network nodes
is equipped with a phone interface and uses the phone line to
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Figure 1. An overview of the developed smart care net-
work. The user badge is equipped with accelerometers
and a radio device. Camera nodes analyze views of the
user upon triggering by the user badge.

make a call to the care center.
Through distributed scene analysis, each camera node

processes the scene independently to identify whether a hu-
man body exists in the image. The posture and head position
of the human body is then estimated and a certainty level is
reached by each camera based on the consistency of the ob-
tained results. Through collaborative reasoning among the
three cameras, a final decision is made about the state of the
user. Since each single camera cannot be expected to always
extract all the desired information from the scene, utilizing
a multi-camera data fusion technique will provide comple-
mentary information when needed, resulting in a more accu-
rate understanding of the scene. As a result, the system will
be able to make a more reliable decision, create a more ef-
ficient report, and reduce the number of false alarms sent to
the central monitoring center.

3 Distributed Scene Analysis
Figure 2 outlines the distributed scene analysis process,

through which body and head detection is performed on im-
ages obtained from each of the three camera nodes. A mask
of the objects that have appeared in the scene due to the event
is extracted through a two-fold process: background subtrac-
tion and blob segmentation. The resulting mask corresponds
to the main blobs in the image.
3.1 Human Body and Posture Detection

The objective is to find which one of the blobs, if any, cor-
responds to a human. As described in [12], many properties
of human body can be used to distinguish a human blob from
a non-human blob. Since no individual metric can yield per-
fect results, two properties have been used as opportunistic
measures to improve the chances of correct identification of
a human blob: percentage of straight edges in each detected
blob, and percentage of skin color in each blob.

After the human blob is identified, an ellipse is fitted on
the blob [Figure 3]. The lengths of the major and minor axes
of the ellipse and their orientations are used as a measure to
identify the posture of the person.
3.2 Head Detection

Head detection has been addressed extensively in prior
research work. The work in [10] detects the head of the ob-
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Figure 2. The above flow chart presents an overview of
the distributed scene analysis module.

Original Image Human Mask Detected Posture

Lying down
Figure 3. Results of the single-camera human body de-
tection. An ellipse is fitted around the body and its major
and minor axes show the orientation of the body mask.

ject in 3D using elliptical template matching and updates the
detection results after each successive frame. The works re-
ported in [9], [6], and [5] base their head detection algorithm
on skin color and search for blobs with pixels whose color
corresponds to that of the skin. The work in [8] also uses
skin tone to determine the areas with skin color, but it also
uses information about the facial features, such as eyes and
lips, to confirm which one of the possible skin-toned regions
corresponds to the face.

Most rigorous head detection algorithms such as tem-
plate matching schemes are computationally expensive. On
the other hand, success rate of simpler algorithms is much
lower, limiting their use in practical systems. Here, we have
combined two computationally-efficient and complementary
schemes as opportunistic measures to increase the success
rate while keeping the computation level low. The two head
detection algorithms used include a scheme based on skin
color content and a scheme based on the neck-shoulder pro-
file of the detected body mask [Figures 2 and 3]. Each
scheme returns a blank mask in the case of failure.
3.2.1 Method 1: Head detection using skin color

An average range of skin color in the hue channel is cho-
sen as an approximate measure for detecting the pixels that
have skin color. A binary skin mask is constructed from these
pixels, and a blob extraction process is performed on the
skin mask to identify regions that fall within the skin color
range. From the human body detection step [Section 3.1],
an approximate ellipse around the body is available. The
probability that the head is located at one of the two ends of
this box along its larger dimension is higher; therefore, the
skin mask is multiplied by two gaussians centered near these



Figure 4. Two examples of head detection using skin
color. Note that in the example on the left, the mask has
ruled out the refrigerator door as non-human event and
correctly identified the human body as the human object.
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Figure 5. An example of head detection using the
shoulder-neck profile. The left image shows the body
mask. The middle graph shows the derivative in mask’s
width (windowed to emphasize the two ends of the body
mask). The right image shows head detection result.

two ends in order to emphasize this property. The gaussians
are constructed to have parameters as a function of the body
height; the mean of the gaussians has a distance of 5% of
the body height from each end of the body; the variance of
the gaussians is 10% of the body height. This eliminates
any skin-colored regions that have been found in other parts
of the body (such as hands, feet, etc.). The resulting head
mask corresponds to skin-colored face regions [Figure 4],
and is denoted as HMa. The skin color-based head detection
only applies to cases in which the face is directed towards
the camera.
3.2.2 Method 2: Head detection using shoulder-neck

profile
The head detection algorithm based on the shoulder-neck

profile detects the change in the width of the body mask in
the area between the neck and shoulders. The head position
is then approximated by a box encompassing the area in the
body mask between top of the head and shoulders. In order
to create the profile of the body width, the body mask is tra-
versed along its larger dimension. The width of the mask in
each cross section of the body mask is calculated. Further-
more, since the shoulder is most probably located at either of
the two ends of the body mask, the width difference graph is
multiplied by two gaussians centered near the two ends of the
mask to reflect this emphasis. Similar to Section 3.2.1, the
gaussians are constructed to have parameters as a function of
the body height; the mean of the gaussians has a distance of
5% of the body height from each end of the body; the vari-
ance of the gaussians is 10% of the body height. The shoul-
der is identified by the peak index in the width difference
graph. As shown in Figure 5, the head is approximated by
a box covering the area between the shoulder and the top of
the body mask. This mask is denoted as HMb. This scheme
assumes that the front or back dimensions of the body are
visible to some extent.

3.2.3 Head mask merging
Using two different schemes for head detection allows

the algorithm to opportunistically employ one or both of
their available results. The two masks obtained from these
schemes are combined using anORoperation [Figure 6(a)].
If the two masks have an overlap (HMa∩ HMb 6= 0), or if
one of the head detection algorithms is unsuccessful (HMa=0
or HMb=0), then HMa∪HMb is taken as the final head mask.
The location of the head used in future steps is set to be the
centroid of the final head mask. However, if the two head
masks do not have an overlap (HMa∩HMb=0) and neither of
the masks is blank, then there will be two potential distinct
positions for the head in the image. As a result, the loca-
tion of the head in the future steps will be set to unknown,
but both head locations will be reported to the monitoring
center, if a report is deemed necessary [see Section 4].

3.3 Certainty Assignment Module (CAM)
The results of posture detection and head detection mod-

ules are then passed to the certainty assignment module
(CAM) to assign a state number to the result [Figure 6(a)].
This state number represents the certainty of the system
about the user’s condition. As shown in Figure 6(b) and fur-
ther elaborated in Figure 6(c), each [posture, headposition]
combination gets mapped to a certain state number. Note that
if an agreeing centroid for the head cannot be determined, the
location of the head is unknown, which is mapped to theNF
(Not Found) position in Figure 6(c).

The lying down posture most likely corresponds to a haz-
ard situation; as a result, regardless of the location of the
head, this condition needs to be reported to the monitoring
center for further investigation. Thus, the highest state num-
ber (C3=3) is assigned to any condition which is identified
as a lying posture, regardless of the location of the head. The
standing up posture can only be verified if the location of the
head is towards the top of the body, in which case C2=2 is as-
signed as the state. However, if the head location is towards
the bottom of the body, the system identifies this as a conflict
and runs the system through the feedback loop F, marked in
Figures 6(b) and 6(c). This feedback loop allows the system
to re-calculate the location of the head without taking into
account information about the posture of the person. As a
result, there will be no emphasis placed on either ends of the
body [see Sections 3.2.1 and 3.2.2]. Finally, if either the pos-
ture or the location of the head is unknown (and the posture
is not lying down), the assigned state is U=1.

3.4 Multi-Frame Event Analysis
The single-camera event analysis module can be used on

multiple frames in order to obtain the trajectory of the per-
son’s movement, which could be analyzed for identifying
hazardous situations. We captured a set of 30 frames from
a fall event and passed the frames through the single-camera
event analysis module. The trajectory of the centroid of the
body mask was also obtained. The results of this experiment
is shown in Figure 7.

Using this scheme, it is possible to make use of the sub-
sequent frames to extract more information about the event.
Furthermore, it is possible to use the information obtained
from the successful rounds of image analysis to predict the
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Figure 6. (a) A state representing the certainty about the user’s condition is assigned by the CAM module. (b) The
posture and head information is mapped to determine the state of the user. The x-axis maps the head location and the
y-axis maps the posture. The assigned state reflects the criticality of the situation.

Figure 7. The body’s centroid and the head’s centroid
are located in each frame using the single-camera event
analysis module. The trajectory of the fall is shown on
the superimposed frames.

location of the head in the frames where the module is not
able to locate the head position.
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Figure 8. Through collaborative reasoning, the informa-
tion obtained from the three cameras are combined to
prepare a more efficient and more reliable report on the
status of the user.

4 Collaborative Reasoning
Each of the distributed processing modules return infor-

mation about the state and posture of the user as well as the
obtained body mask (BM) and head mask (HM). Through
collaborative reasoning, these information are combined to

Algorithm Posture Detection Head Detection Overall Status

Accuracy 94% 70% 90%
Table 1. Accuracy of the posture detection algorithm,
head detection algorithm, and the overall accuracy of the
system.

make a final decision about the type of report that needs to
be prepared, as shown in Figure 8. The maximum state num-
ber received from the single-camera modules corresponds to
the camera that is most certain about reporting the condi-
tion of the patient. All other states that are lower than the
maximum value for the state are regarded less significant in
creating the report. For instance, a maximum state of 3 im-
plies that at least one of the cameras has identified the user
in a lying down posture, which is interpreted as critical. All
of the possible cases are handled as illustrated in Figure 8.
Some examples of the state assignment process are shown in
Figure 9. As shown there, the ”RED” condition on the left is
identified as a critical condition and is immediately reported
to the monitoring center. The ”GREEN” condition on the
right is identified as a normal condition and no data is re-
ported. Note that although the head is not in the field of view
of camera 3 (thus resulting in a failure in that camera’s head
detection), the system is able to determine the status of the
user correctly. This is due to the use of the feedback loop,
which identifies and handles the conflicts within the head and
posture detection processes.

5 Performance
As illustrated in Table 1, in our set of experiments, the

single-camera posture detection function succeeded in 94%
of the runs and the head detection was successful 70% of the
time. These results were obtained by performing distributed
head and posture processing on 16 images. Furthermore,
3 cameras were used to obtain images from 3 different an-
gles. 10 frames from each camera were used to investigate
the accuracy of the overall patient status assignment. It was
observed that 90% of the times, the system was able to cor-
rectly identify the status of the person and produce a suitable
report.



Original Image Processed Mask CAM result
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Camera2
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Figure 9. Results of posture and head detection for a lying down posture (left) and a standing posture (right). In each
table, the first column shows the image captured by the 3 cameras; the second column shows the results of head and
posture detection; the third column shows the certainty assignment plot through which the state of the user is identified.

Although the head detection component of the system
might fail in certain camera views, the overall system is still
able to prepare a reliable report by combining information
from different camera views.

6 Conclusions
In this paper we construct a distributed vision-based rea-

soning smart care system for elderly persons. Distributed
scene analysis modules make use of opportunistically avail-
able information in the image to assign a certainty state to the
user’s condition. Through collaborative reasoning, the infor-
mation available from different views are fused together and
the appropriate report is created and transmitted to the moni-
toring center for further investigation. By making use of dif-
ferent camera views, the number of false alarms is reduced,
making the system more reliable and more efficient.
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